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AIML231 Feature Selection:

Week Overview

• Introduction of Data Preparation/Preprocessing
- What data preparation include
- Why data preparation 
- Types of data preparation techniques

• Data Preparation Techniques
- Training vs Testing, k-fold cross validation
- Categorical Data Encoding
- Normalisation
- Discretisation

• Dimensionality Reduction
- Feature Selection
- Feature Construction
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AIML231 Feature Selection:

Recent Advances	in	Feature	Selection:	A	Data	PerspectiveArizona	State	University
Michigan	State University KDD2017	Tutorial,	Halifax, Canada 7

Sparsity becomes exponentially worse as feature 
dimension increases
–Conventional distance metrics become ineffective

Curse of Dimensionality - Required Samples

3 samples per region 1 sample per region 1/3 sample per region

http://nikhilbuduma.com/2015/03/10/the-curse-of-dimensionality/

Why Dimensionality Reduction?
• “Curse of dimensionality”

- Large number of features: 100s, 1000s, even millions

- Data density decreases exponentially with dimensionality L

• Irrelevant features: no information for learning task

• Redundant features: same information as other features

• time, memory, and money



AIML231 Feature Selection:

Feature Selection and Feature Construction
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Feature selection (FS)
• Select a subset of relevant features to achieve 

similar or better performance than using all 
features

Feature construction (FC)

• Build new high-level features using the 
original features to improve the 
classification performance

F
F’

F
F’

F = {f1, f2, …, fn}

F’ = {fi1, fi2, …, fim} 
(m<n)

F’ = {g1(f1,…, fn), g2(f1, …, fn), …, 
gm(f1, …, fn)}



AIML231 Feature Selection:

Feature Selection Challenges

• Large (exponential) search space (2n – n is the number of 
features)

• Complex feature interactions:
- Top relevant features can be redundant
- Weakly relevant features can be strongly relevant together
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COMP422  FS:

What is a Good feature?
• The measure of goodness is subjective with respect to the 

type of classifier. The features in this figure, x1 and x2, are 
good for a linear classifier.
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COMP422 Feature Manipulation: 37

Non-Wrapper (Filter) Approach

• A feature construction system that does not adopt a wrapper ap-

proach is considered adopting a non-wrapper or filter approach.

• A measure of goodness in the form of a surrogate classifier is

required. The measure, however, should be designed differently

depending on type of classifiers will be using the constructed

features.

COMP422 Feature Manipulation: 38

What is a Good feature?

The measure of goodness is subjective with respect to the type of

classifier. The features in this figure, x1 and x2, are good for a linear

classifier.

COMP422 Feature Manipulation: 39

What is a Good feature?

The same set of features are not good for a decision tree classifier

that is not able to transform its input space.

COMP422 Feature Manipulation: 40

Why Use GP for Feature Construction?

• GP is flexible in making mathematical and logical functions

• There isn’t mush structural (topological) information in the

search space of possible functions, so using a meta-heuristic ap-

proach (such as evolutionary computation) seems reasonable.

COMP422 Feature Manipulation: 41

GP for Feature Construction: A System Diagram

COMP422 Feature Manipulation: 42

A Sample Measure of Goodness: The Entropy of
Class Intervals

Defining a measure of goodness for a single feature:

• The interval of a class along a feature is determined by the dis-

persion of the instances of that class along the feature axis. The

dispersion of instances itself is related to the distribution of data

points in that class.

• An interval I is represented with a pair (lower, upper) which

shows the lower and upper boundaries of the interval. Ic is used

to indicate an interval for class c.

• The interval of class c could be formulated as follows if the

class distributions were normal.

Ic = [µc − 3σc, µc + 3σc]

However, the normality assumption is not always satisfied.



AIML231 Feature Selection:

Overall FS System
6

Generate 
new feature 

subsets   

Evaluate the 
goodness of 

the generated 
subsets 

• Number of iterations
• Number of features

• …

• Not a part of FS 
process

• How good are the 
selected features?



AIML231 Feature Selection:

Filter, Wrapper and Embedded FS
• Based on the evaluation component
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Wrapper
Uses learning 
performance, train 
ML models many 
times

Filter
Uses existing 
measures, no 
learning algorithm

Filter

Original 
Features

Selected 
Features

Wrapper

Selected 
Features

Original 
Features

Selected Features

Learnt Classifier
Embedded Method

Selected  
Features

Evaluation
(Other Measures)

Evaluation: 
Learning A 
"Classifier"

Original 
Features

Selected  
Features

Embedded
Train ML model 
once
Select features 
based on the 
learned model



AIML231 Feature Selection:

Feature Ranking vs Subset Selection
• Based on the Search Mechanism

• Feature ranking:
- Evaluate features individually
- Rank features and select top-ranked features
- Simple, efficient
- Ignore feature interactions (can select redundant features)

• Feature subset selection:
- Evaluate the whole feature subset
- Often an iterative process to improve the feature subset
- Sequential feature selection is an example
- Consider feature interactions, usually better performance
- More complicated search, usually more expensive than ranking
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AIML231 Feature Selection:

Univariate FS - Correlation based methods
9

Univariate methods measure correlation between each input feature 
and the target variable/class label

• Pearson correlation: between -1 and 1

• Two variables move in the same direction/opposite directions, then
have a positive correlation/negative correlation

• Rank features based on the absolute values of feature correlation

• The higher the correlation, the better the feature

• sklearn.feature_selection.r_regression
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https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.r_regression.html


AIML231 Feature Selection:

Some Other Measures for FS

• Mutual information - measures the reduction in uncertainty for one 
variable given a known value of the other variable, measures 
mutual dependency

• I(X; Y) measures the common information between two X and Y.

• Use sklearn.feature_selection.mutual_info_classif

sklearn.feature_selection.mutual_info_regression

• Spearman: for continuous features/variable, nonlinear correlation, 
use scipy.stats.spearmanr

• ANOVA: between continuous feature and discreate label

use sklearn.feature_selection.f_classif
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https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.mutual_info_classif.html?highlight=mutual_info_classif
https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.mutual_info_regression.html?highlight=mutual+information
https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.spearmanr.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_selection.f_classif.html


AIML231 Feature Selection:

Subset Selection: Sequential Search

• Sequential Forward Feature Selection (SFFS):
- starting from an empty set of features
- sequentially add the feature X that results in the highest objective 

value when combined with the current set
- stop when a pre-defined number of features is selected
- works best when the optimal subset has a small number of features

• Sequential Backward Feature Selection (SBFS):
- starting from the full set
- sequentially remove the feature X that results in the highest 

objective value
- stop when a pre-defined number of features is selected
- works best when the optimal subset has a large number of features
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AIML231 Feature Selection:

Subset Selection Illustration

Search Space:
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AIML231 Feature Selection:

More advanced FS Methods
• Genetic Algorithm for FS

• Particle Swarm Optimization for feature selection
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