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Overview

% Al and machine learning

% Machine learning scope: data, task, model, and algorithm

% Data handle by machine learning

% Machine learning tasks

% Machine learning pipeline
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Artificial Intelligence Companies
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Not This - This is Application

Al applications in financial services

AML and
fraud detection

Customer
recommendations

Chatbots

SOURCE: Efma © September 2017 The Financial Brand

Algorithmic
trading
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Not this either - this is the process of ML

__________________ -
. " |
Identify All Available Datasets I
Translate an ambiguous requestinto a ® Web, internal/ external databases, etc. I
concrete, well-defined problem |
: Extract Data Into Usable Format |

Identify business priorities & strategy = SERTSERY
decisions that will influence your work ® .Csv, json, .xml, etc |
___________________ )
_________________ P ——
| _ _ I
| Identify Business Insights Examine Data at a High-Level
| @ Return backto the business problem ® Understand every column |
I i es 8 |

= 7 identify errors, missing values &

| Visualize Your Findings THE 03 corrupt records l I
I o Keep it simple & priority-driven DATA SCIENCE |
| PROCESS Process Clean the data |
: Tell a Clear & Actionable Story m the Data ® Throw away, replace, and/or filter |
| e Effectively communicateto corrupt /error prone / missing |
| non-technical audiences values :
"L TN TS T ———— —
————————————————— ----—------—-------‘
: S L Explore the | Play Around With the Data I
| TR B TVRITIUN r Data @ Split, segment, & plot the data in I
| ® Use feature vectors from step #4 different ways |
. I
: Evaluate & Refine Model Identify Patterns & Extract Features |
@ Perhaps returntostep #2,3,0r4 — ® Use statistics to identify & test significant |
| 1 1 variables |
TR LTI ) I R RS S
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This is the process of ML

1. ACCESS and load the data. 4. TRAIN m°fi°" ?sing the
features derived in step 3.
[ 2. PREPROCESS the data. 5. ITERATE to find the best model. ]
3. DERIVE features using 6. INTEGRATE the best-trained
the preprocessed data. model into a production system.

https://www.mathworks.com/help/stats/machine-learning-in-matlab.html
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MATLAB gives the following ontology of ML
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SUPERVISED
LEARNING

Develop predictive
model based on both
input and output data

J/

{MACHINE LEARNING

UNSUPERVISED
LEARNING

Group and interpret
data based only
on input data

~

a—

J

But it’s a lot richer than this

[C LASSIFICATION}

REGRESSION

CLUSTERING

https://www.mathworks.com/help/stats/machine-learning-in-matlab.html
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Supervision available to the learner

lots:

Supervised learning: The environment contains a teacher that provides the correct
response for certain environmental states. The goal is for the learner to output the
correct response: “do what the teacher would do”.

none:

Unsupervised learning: No such teacher to say whether the learner’s output is
correct. Instead, the learning system has an internally defined teacher with a
prescribed goal that does not need utility feedback of any kind.

some.

Reinforcement learning: Again, no such teacher to say whether the learner’s output
is correct. Instead of a label, the environment provides reward or punishment to
indicate the utility of actions that were actually taken by the system.
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3-way split
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Image
Structure Classification
Discovery Feature ®
@ Elicitation Fraud [ )
Meaningful Detection ®

compression

DIMENSIONALLY
REDUCTION

CLASSIFICATION
Big data
Visualisation

Recommended UNSUPERVISED SUPERVISED
Systems LEARNING LEARNING
CLUSTERING
Targetted
Marketing MACHINE

LEARNING

o
Customer

Segmentation

REINFORCEMNET
LEARNING

Real-Time Decisions @

Game Al ® @ Skill Aquisition

[
Learning Tasks

http://www.coghub.com/index.php/cognitive-platform/

Customer
Retention

® Diagnostics

® Forecasting

® Predictions
REGRESSION

® Process
Optimization

o

New Insights

® Robot Navigation
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Outcomes (outputs) — can be simple... or more informative

* Notice that different outcomes can have different amounts of information content

* e.q. here, a classifier classifies© some novel input pattern

Ordinal Ranking

Classification
Classification

Probability
Estimation

Low Scoring High
Information Information
Content Labels Content

Labels An order Scores Probabilities
on instances

IS WO 1D Uk ©F Prediction Outcomes
the classifier’s response

a “prediction”, of a kind
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The main divisions within learners
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Discrete

Continuous

Supervised Learning

Unsupervised Learning

Classification Clustering
(categorisation)

Regression Dimension

J Reduction

(leaving Reinforcement learning aside)
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The main divisions within learners

Supervised Learning Unsupervised Learning
£ Classification Clustering
3 (categorisation)
o
(7]
o . .
3 . Dimension
= Regression .
‘g Reduction
o

Semi-supervised Learning?



AIML231 Techniquesin ML 14

Types of Input

1 V2 V3 V4 Class
CO U I d b e ees 3.6216 8.6661  -2.8073 -0.44699 1
4.5459 8.1674  -2.4586  -1.4621 1
o o ° o . . . 3.866  -2.6383 1.9242  0.10645 1
i.i.d. (independent, identically distributed)| sus omn son 35
0.32924  -4.4552 45718  -0.9888 1
I . k th . 4.3684 9.6718  -3.9606/ -3.1625 1
* 3.5912 3.0129) 0.72888  0.56421 1
O r a Se q u e n Ce’ I e I S ' 2.0922 -6.81 8.4636 -0.60216 1
3.2032 5.7588/ -0.75345 -0.61251 1
1.5356 9.1772  -2.2718 0.73535 1
1.2247 8.7779  -2.2135 -0.80647 1

kHz kHz .
Morepork Kiwi (Nth Is Brown) https://www.avianz.net

e v A

b R ﬂ Rl

et Ly LASRIR ISP AE L S S B

00:00 00:04 00:08 00:12 00:16 00:00 00:04 00:08 00:12 00:16

mm:ss mm:ss



AIML231 Techniques in ML 15

Classification

Predict a category (class)

1 V2 V3 V4 Class
3.6216 8.6661  -2.8073 -0.44699
4.5459 8.1674  -2.4586  -1.4621

3.866/ -2.6383 1.9242  0.10645
3.4566 9.5228 40112 -3.5944
0.32924  -4.4552 45718  -0.9888
4.3684 9.6718/ -3.9606  -3.1625
3.5912 3.0129) 0.72888  0.56421
2.0922 -6.81 8.4636 -0.60216
3.2032 5.7588/ -0.75345 -0.61251
1.5356 9.1772 -2.2718 -0.73535
1.2247 8.7779  -2.2135 -0.80647

Aman

Dl il il el el et et sl el il

—~nn A~ ms e Annaa

SpeCieS Of iris: Sepal length Sepal width Petal length Petal width Type
(a3-way 1 5.1 3.5 1.4 0.2 Iris setosa
Classification) 2 4-9 3-0 1-4 0-2 |riS Setosa
51 7.0 3.2 4.7 1.4 Iris versicolor
52 6.4 3.2 4.5 1.5 Iris versicolor
101 6.3 3.3 6.0 2.5 Iris virginica

102 5.8 2.7 5.1 1.9 Iris virginica
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Classification
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species of iris:
(a 3-way
classification)

I Fme | FeATREs | =~ MODEL TYPE _ _ TRAINING PLOTS
Data Browser ® | ScatterPlot 3 | Confusion Matrix 3 | ROC Curve ] Parallel Coordinates Plot ¢
w Histol
el ~ Predictions: model 1.5 () & Plot
12 < Tree Accuracy: 96.0% 457 3 O Data
Last change: Medium Tree 4/4 features l @ Model pr =
13 . Tree Accuracy: 96.7% n
.
Last change: Coarse Tree 4/4 features 4 P . M
° X Incorrect ™M
14  Linear Discriminant Accuracy: 98.0% ° ° o
Last change: Linear Discriminant 4/4 features * oo
" e oo - Predictors
15  Quadratic Discriminant e abi eee o % !
Last change: Quadratic Discriminant 4/ features = " e I g Sevekongth -
16 SVM Accuracy: 97.3% % e o0 o x oe 000 o Y: | SepaMidth N
) a * oo e oo
Lot chamgrs: LinSar SV S — B 3L ee eee o es ese sees oo as
17 SVM Accuracy: 97.3% ® = Classes
Last change: Quadratic SVM 4/4 features E =] = oo d i
® Showl Order
w Current Model 25 ) ™M . setosa
° =
: Trai ﬂ . @ %] versicolor
Model 1.5: Trained I virginica
Resuits 2t ®
Accuracy 98.7% How to investigate features
Prediction speed ~6600 obs/sec 45 5 55 6 6.5 7 7.5 8
Training time 0.32228 sec - SepalLength
| Data set: fishertable Observations: 150 Size: 25 kB Predictors: 4 Response: Species Response Classes: 3 ‘ Validation: 5-fold Cross-Validation

https://www.mathworks.com/help/stats/machine-learning-in-matlab.html
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Regression

Predict one or more floats

Data Browser ® Response Plot Predicted vs. Actual Plot Residuals Plot
¥ History
[ = Legend
157 Tree RUSE: 3.34 Predictions: model 4
Lastchange: Medium Tree 717 features ® Observations
2 SWM RMSE: 356 45 = Perfect prediction
Lastchange: Cubic SVM 717 features
3 SvM L L] How to use the predicted vs. actual
Lastchange: Medium Gaussian SVM 717 teatures 40 plot
| ° °
4 Gaussian Process Reg RMSE 266 - *% . s o
Lastchange: Squared Exponential GPR 77 features 35 ”o' ® e ®
8 - Ensemble RMSE: 309 2 AP he °
Lastchange: Boosted Trees 717 toatures 5] ¢
&30 222 e®m,_ o
6  Ensemble RMSE: 296 ] i i
Lastchange: Bagged Trees 717 teatures 3 o  * { )
L L J
7 Linear Regression RMSE: 338 0 25 ' HH oo
Lastchange: Linear M teatures  ~ ® f J .!‘. 4 .
Q ° 4 o
¥ Current Model 20 | . e 4
Model 4: Trained - .
Results = 15 g !
RMSE 266 P . L
R-Squared 088 10
MSE 7.10
MAE 188 " " i " A
Prediction speed ~20000 obs/sec 10 15 20 25 30 35 40 45
Trainng time 29479 sec True response
Dataset cartable Observations: 406  Size: 30 kB  Predictors: 7 Response: MPG Validation: 5-fold Cross-Validation
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Clustering

Finding groups of items that are “similar”

Clustering is unsupervised: class of an example is not
known

Success often measured subjectively — it is fundamentally

I I I_ posed ! Sepal length Sepal width Petal length Petal width Type

1 5.1 3.5 1.4 0.2 Iris setosa

2 4.9 3.0 1.4 0.2 Iris setosa
51 7.0 3.2 4.7 1.4
52 6.4 3.2 4.5 1.5
101 6.3 3.3 6.0 2.5

102 5.8 2.7 5.1 1.9
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Dimension Reduction

Raw data is often high-dimensional, which is a problem:
1. data with >3 dimensions is hard for humans to interpret / work with!

2. ML algorithms also struggle with high-dimensional data (ultimately, due to the
curse of dimensionality)

S banknote-authentication

m B8 ARFF [Eg Publicly available @ Visibility: public & Uploaded 21-05-2015 by Rafael Gomes Mantovani
¥ 5Slikes & downloaded by 36 people, 44 total downloads A Oissues " 0 downvotes

B ovicce | opent 100 sy 123] stcy.135 sucy- 1] sty sucy. 5] sty  stucy.7 | sty  socy.99] i

i.: Loading wiki
Author: Volker Lohweg (University of Applied Sciences, Ostwestfalen-Lippe)
Source: [UCI](https://archive.ics.uci.edu/ml/datasets/banknote+authentication) - 2012
Please cite: [UCI](https://archive.ics.uci.edu/ml/citation_policy.html)

Dataset about distinguishing genuine and forged banknotes. Data were extracted from images that were taken from
genuine and forged banknote-like specimens. For digitization, an industrial camera usually used for print inspection
was used. The final images have 400x 400 pixels. Due to the object lens and distance to the investigated object gray-
scale pictures with a resolution of about 660 dpi were gained. A Wavelet Transform tool was used to extract features
from these images.

Hence, interest in ML methods that can identify the main directions of interest in data,
for example (e.g. PCA: Principle Components Analysis, and others)



AIML231 Techniques in ML 20

Some Others

Regression
Classification | | Clustering
Feature . o
Selection Data Mining 1 Association
ini » . Anomaly
Text Mining Rt i
Time Series

Forecasting
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Some Others
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Tasks

Classification

Regression

Anomaly detection

Time series

Clustering

Association
analysis

Description

Predict if a data point belongs to
one of the predefined classes.
The prediction will be based on
learning from a known data set.

Predict the numeric target label
of a data point. The prediction
will be based on learning from a
known data set.

Predict if a data point is an outlier
compared to other data points in
the data set.

Predict the value of the target
variable for a future time frame
based on historical values.

Identify natural clusters within the
data set based on inherit proper-
ties within the data set.

Identify relationships within an
item set based on transaction
data.

Algorithms

Decision trees, neural
networks, Bayesian models,
induction rules, k-nearest
neighbors

Linear regression, logistic
regression

Distance based, density
based, local outlier factor
(LOF)

Exponential smoothing,
autoregressive integrated
moving average (ARIMA),
regression

k-means, density-based
clustering (e.g., density-
based spatial clustering
of applications with noise
[DBSCAN])

Frequent Pattern Growth
(FP-Growth) algorithm, Apri-
ori algorithm

Examples

Assigning voters into known
buckets by political parties,
e.g., soccer moms
Bucketing new customers
into one of the known cus-
tomer groups

Predicting unemployment
rate for next year
Estimating insurance pre-
mium

Fraud transaction detection
in credit cards

Network intrusion detection

Sales forecasting, produc-
tion forecasting, virtually any
growth phenomenon that
needs to be extrapolated

Finding customer segments
in a company based on
transaction, web, and cus-
tomer call data

Find cross-selling opportu-
nities for a retailer based on
transaction purchase history

https://tanthiamhuat.wordpress.com/data-mining/




