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Outline
• Big Data, Data Mining, Machine Learning, and Statistical 

Learning

• 1936 U.S. Presidential Elections

• Google Flu Trends 

• Tools for Assignment 1
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Overview - Weeks 1 and 2

1 What is Big Data?

2 Where did all this data come from?

3 What can we do with Big Data?

4 Cautionary tales.
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What is Big Data?

A data set is a collection of data objects, where each object
has a set of attributes that describe the object.

Due to the interdisciplinary nature of big data, the terms data
object and attribute have many synonyms.

Data Object: record, point, vector, pattern, event, case,
observation, example, instance, entity, ...

Attribute: variable, characteristic, field, feature, dimension, ...

Input: independent variable, predictor.

Output: dependent variable, response.
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What should we do with Big Data? 
What can we do with Big Data?
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What can we do with Big Data? 
• Data Mining, Machine Learning, Statistical Learning, ...

techniques can be used to discover interesting patterns, 
associations and knowledge from big data. 

• Learning from big data is an interdisciplinary task: 
- Statistics; Computer Science; and Mathematics;

What can we do with Big Data?

The process of knowledge discovery:

Data Preprocessing

Data Mining;
Machine
       Learning;
Statistical
       Learning;
    ...

Patterns

Knowledge. ..
..

. ...
..

.
. ..

.
. .

...
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What can we do with Big Data? 
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Data Mining
• Witten, Eibe and Hall (2011) say "Data mining is defined as 

the process of discovering patterns in data”

• Data mining is the process of extracting implicit, previously 
unknown, and potentially useful information from data.

• How to form a learning problem is important!



AIML427 Week1:8

Classification
• Examples:

- Handwritten digit classification
- Classifying credit card transactions as legitimate or fraudulent
- Does a given image contain a dog or not?
- Classifying secondary structures of protein as alpha-helix, beta-

sheet, or random coil
- Categorizing news stories as finance, weather, entertainment, 

sports, etc.
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Classification
• Y=f(x) is a predictive model learnt from the data set 

- D = {(X1,y1),…(Xn,y2}

• An important task in data mining:
- Given a training set with a number of instances 

‣ Each instance is represented as a feature vector and a
desired/target class label

- Learn/train a classifier from the training set
- The learned classifier determines the class label of a new,

unseen (test) instance:
‣ based on the feature values of that

instance.

• Qualitative/ Discrete valued Y

• Measures: accuracy or error rate
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Classification

• Classification algorithms:
- K-nearest Neighbour method (KNN)
- Decision tree (DT)
- Support vector machines (SVMs)
- Artificial Neural networks (ANNs)
- Bayesian Classifier: Naive Bayes (NB)

• COMP307 attachment!
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Regression
• Examples:

- How many students enroll AIML427 in 2025?
- What is the average price of properties in Wellington?
- How many of our customers will leave for a competitor this 

year?
- How tall will a child be as an adult?
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Regression
• Regression analysis is a form of predictive modelling 

technique, which investigates the relationship between 
a dependent (target) , Y, and independent variable
(predictor), X.
- Qualitative output (Y): Continues Values Y
- Fit a curve / line to the data points, in such a manner that the 

differences between the distances of data points from the curve 
or line is minimized.
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Regression

• Methods:
- Linear regression 
- Support vector regression
- K-nearest neighbor regression
- Regression tree, CART
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Clustering
• Clustering: Finding groups of objects such that the objects in 

a group will be similar (or related) to one another and 
different from (or unrelated to) the objects in other groups

Inter-cluster 
distances are 
maximized

Intra-cluster 
distances are 

minimized
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Clustering
• Examples:

- Marketing: Help marketers discover distinct groups in their 
customer bases

- Insurance: Identifying groups of motor insurance policy holders 
with a high average claim cost

- City-planning: Identifying groups of houses according to their 
house type, value, and geographical location

- Earth-quake studies: Observed earthquake epicentres should be 
clustered along continent faults

- Land use: Identification of areas of similar land use in an earth 
observation database

• Methods:
- K-means clustering
- Hierarchical clustering
- Fuzzy clustering
- Density-based clustering
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Machine Learning
• "A computer program is said to learn from experience E with 

respect to some class of tasks T and performance measure P
if its performance at tasks in T, as measured by P, improves 
with experience E" (by Tom M. Mitchell)

• Machine learning: Definition Machine learning is a scientific 
discipline that is concerned with the design and development 
of algorithms that allow computers to learn based on data/
experience, such as from sensor data or databases.
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Supervised, Unsupervised and Reinforcement Learning

Supervised learning

• Learn from labelled data: the data/examples, for a ML
algorithm to learn from, are in correct input-output pairs,
- Regression or classification
- handwriting recognition

Unsupervised learning 

• Learn from unlabeled data, working blind
- Clustering
- identify segments of customers with buying habits.

Reinforcement Learning

• No labelled data, but have a way to measure
quantify its performance as a reward signal. 
- Games, AlphaGo
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Classification Dataset — Example 
• 14 days (examples/instances/observations/objects)
• 2 classes: Yes, No 
• 4 features/variables/attributes 

(or 5 attributes including class label)
Outlook Humidity Wind Temperature Play Tennis ?

Day 1 Sunny 85% LIGHT 85 No
Day 2 Sunny 90% STRONG 80 No
Day 3 Overcast 86% LIGHT 83 Yes
Day 4 Rain 96% LIGHT 70 Yes
Day 5 Rain 56% LIGHT 64 Yes
Day 6 Rain 45% STRONG 65 No
Day 7 Overcast 50% STRONG 68 Yes
Day 8 Sunny 89% LIGHT 71 No
Day 9 Sunny 50% LIGHT 69 Yes

Day 10 Rain 52% LIGHT 72 Yes
Day 11 Sunny 39% STRONG 75 Yes
Day 12 Overcast 89% STRONG 75 Yes
Day 13 Overcast 42% LIGHT 81 Yes
Day 14 Rain 55% STRONG 72 No
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Training and Test Sets (Experiments)
• Training set: to learn/train a model/classifier

• Test set: to measure the performance of the classifier

• Training—Test:  50%—50%; 2/3 — 1/3; 70%—30%

• Represent the original data

• Generalisation VS overfitting

• Validation set: monitor the 
training process

• Validation set VS Test set
• Training—Test—Validation: 

1/3 — 1/3 — 1/3
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Training set

Test set

K-fold Cross Validation (K-CV)
• Used when only a small number of instances are available

• Ideas:
- Split the whole dataset to K folds with equal size
- Use 1 fold as test set, and the other (K-1) folds as training set
- Repeat K times to make sure each fold has a chance to be the 

test set
- Average the K test performances (e.g. error rates)

• Leave-one-out cross validation:
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Performance Evaluation
• Error:

• Training Error: the MSE (ER) computed from the data that 
was used to learn the model. 

‣ We generally don’t care too much about training error (it’s easy to 
construct a model with zero training error!). 

• Testing Error: the MSE (ER) computed from test data that 
was not used to learn the model. 
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Big Data/DM in KDD
• Data mining plays an essential role in the knowledge 

discovery process
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1936 U.S. Presidential Elections

• Magazine had predicted every election 
(successfully) since 1916

• Sent out 10 million surveys
- 2.4 million responded

• Prediction: Roosevelt 43%

• Actual: Roosevelt: 62%

• (Literary Digest went bankrupt soon after)

The Literary Digest survey
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1936 U.S. presidential elections

• Actual election result: 62%

• Literary Digest prediction: 43%

• Gallup’s prediction of the Digest prediction 
(based on sample of 3,000): 44%

• Gallup’s prediction of the election result 
(based on sample of 50,000): 56%

George Gallup did it right



AIML427 Week1:25

What Went Wrong? 
• Context: Great Depression

- 9 million unemployed; real income down 33%
- Landon: “Cut spending” versus Roosevelt: “Balance peoples’ 

budgets before government’s budget”

• Polling
- Survey sent out to 10 million people from subscription list, 

telephone directories, phone books and club memberships lists
(only 1 in 4 households had a phone!).

- 2.4 million responded
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What Went Wrong? 
• Sampling Bias, Sampling not representative

‣ The poor tended to vote Roosevelt. 
‣ The sample of 2.4 million voters was biased! 

• Non-response bias: 
- Only 1 in 4 responded.
- The anti-Roosevelt forces were angry --- and had a higher 

response rate!

• Gallup used Random sampling
- Every combination of people has equal chance to be selected

When a procedure is biased, taking a larger sample does not 
help. It just repeats the basic mistake on a larger scale! 
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Google Flu Trends
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Using Big Data To Predict Flu Trends
• Importance: tens of millions of respiratory illnesses, 250,000 -

500,000 deaths from respiratory illnesses worldwide each year1

• During flu season, more people enter search queries 
concerning flu

• Each year 90 million American adults search web for info about 
specific illnesses = LOTS OF DATA

World Health Organization. Influenza fact sheet. 〈http://www.who.int/mediacentre/factsheets/2003/fs211/en/〉 (2003)

http://www.who.int/mediacentre/factsheets/2003/fs211/en/
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Google Flu Trends
• “We want to estimate flu activity based on more than just a 

few queries”

• “We‘ve found that certain search terms are good indicators of 
flu activity. Google Flu Trends uses aggregated Google search 
data to estimate current flu activity around the world in near 
real-time.”
http://www.google.org/flutrends/ (no longer available)

• Predictions by Google Flu are 1-2 weeks ahead of CDC’s ILI 
(Influenza-like illness) surveillance reports
- The Centers for Disease Control and Prevention (CDC) took one 

or two weeks to determine flu trends based on information from 
doctors’ clinics. GFT took one to two days!

[Ginsberg Nature ‘09]

http://www.google.org/flutrends/


AIML427 Week1:30

Google Flu Trends
• Took 50 million of the most common search queries 

between 2003-2008 and did a weekly count for each state:
- Each query is tested for correlation with CDC data
- Normalized data by dividing count by total searches for the 

week (thereby getting a percentage)
- Ranked – from most to least correlated

• Google added top ranked queries together to see what 
number would yield the most accurate results
- The magic number is 45 (Google has not released them !) 
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Google Flu Trends
• Generate accurate estimates faster than CDC

• It is theory-free
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• Very promising retrospective comparison!

“In April 2009, Dr. Brilliant said it epitomized the power of Google’s 
vaunted engineering prowess to make the world a better place, and he 
predicted that it would save untold numbers of lives.”
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As time goes by … GFT’s prediction was way off
• Starting from August 2011, GFT overestimated flu trends for 

100 out of 108 weeks. In January 2013, the GFT estimate 
was twice as high as the real data. 
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What Happen?
• No one outside Google really knows!

• Some reasonable explanations
- Panic strikes?
- Media driven flu hysteria?
- N ≠ ALL?
- Algorithm dynamics, tweaks? 
- Correlation does not imply causation? 

• Is This All Bad News? 
- NO! Combining two week old CDC data with GFT provided a 

better model than GFT alone (still fast — one day for GFT 
compared to two weeks for CDC!). 

It is not the size that matters!
Big data present great opportunities,

BUT an improper use may lead to erroneous predictions.
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Applications of Big Data Across Industries
According to Research and Market reports, in 2017 the global 
Big Data market was worth $32 billion and by 2026 it is 
expected to reach by $156 billion.

• Banking and Securities
- The Securities Exchange Commission (SEC) is using big data to 

monitor financial market activity
- heavily relies on big data for risk analytics, including; anti-

money laundering, demand enterprise risk management, "Know 
Your Customer," and fraud mitigation

https://finance.yahoo.com/news/4-stocks-buy-big-datas-135401190.html
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Big Data Applications
Communications, Media and Entertainment

• To
- Create content for different target audiences
- Recommend content on demand
- Measure content performance

• Challenges:
- Collecting, analysing, and utilizing consumer insights
- Leveraging mobile and social media content
- Understanding patterns of real-time, media content usage
- Interpretable/explainable models
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Big Data Ethics
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Four Aspects of Big Data Ethics

• Identity 
- Is offline existence identical to online existence?

• Privacy 
- Who should control access to data about you?

• Ownership 
- What does it mean to own data about ourselves?

https://towardsdatascience.com/5-principles-for-big-data-ethics-
b5df1d105cd3

Identity Privacy 

Ownership Reputation

• Reputation
- How can we determine what is 

trustworthy?
- How are we perceived and judged by

using data – be fair

https://towardsdatascience.com/5-principles-for-big-data-ethics-b5df1d105cd3
https://towardsdatascience.com/5-principles-for-big-data-ethics-b5df1d105cd3
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Big Data Ethics
• Private customer data and identity should remain private

• Shared private information should be treated confidentially

• Customers should have a transparent view

• Big Data should not interfere with human will

• Big data should not institutionalize unfair biases

https://towardsdatascience.com/5-principles-for-big-data-ethics-b5df1d105cd3
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Tools for Assignment 1

https://www.knime.com/software-overview
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Healthcare Providers
• Challenges

- electronic data is unavailable, inadequate, or unusable
- difficult to link data that can show patterns useful in the medical field.

•

[Source: Big Data in the Healthcare Sector Revolutionizing the Management of Laborious Tasks]

https://www.simplilearn.com/big-data-in-healthcare-sector-rar359-article
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Education
• Challenges:

- integrating data from different sources on different platforms 
and from different vendors that were not designed to work with 
one another.

• The University of Tasmania. An Australian university with 
over 26000 students has deployed a Learning and 
Management System that tracks, among other things, when a 
student logs onto the system, how much time is spent on 
different pages in the system, as well as the overall progress 
of a student over time.
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Data Science vs Big Data vs Data Analytics

• You do not have to agree with J

https://www.whizlabs.com/blog/data-science-vs-big-data-vs-data-analytics/

https://www.whizlabs.com/blog/data-science-vs-big-data-vs-data-analytics/

