
Incident Response in Action
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What are we going to talk about?

1. Who we are and what we do?

2. Common misconceptions about incident response

3. Often failed basics

4. Examples of incidents we’ve responded to
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Who are we and what do we do?
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Incident Response at a High Level

Prepare Detect Triage Respond Post Incident
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Common misconceptions about incident response
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1. It’s not just technology impact

Where there is a cyber incident there is 
business and people impact.
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2. A response is not only technical

Cyber response requires more than 
technical experts.

Technical Team Communications

HR

Legal

Privacy Third Parties

Example Incident Response Team

Incident Manager
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Often failed basics
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1. Mindset of incident responders

Your ability to handle a crisis is what really matters – not your 
seniority or technical capability.
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2. Incident tracking and role assignment

Making sure people know what they are responsible for, and 
decisions are not lost. 
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3. Not having the logs

Without visibility of time or systems what can you 
investigate?
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4. Limited/No Staff Welfare consideration

Contrary to popular belief, responders are not robots and 
need to rest too.
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5. Communications – who really needs to know, and 
what do they need to know?
Communications are critical to maintaining trust, so getting 
these right, with the right expertise is key.
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Incidents we’ve responded to
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1. Ransomware
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Foreshadowing 

ITP notified Organization 
the Disaster Recovery 
server was not working as 
intended with the issue 
identified in March earlier 
Assumed this was a 
networking issue.

Ransomware Event

ITP logged into the server 
in June and identified the 
host device was impacted 
by ransomware and shut-
down the device to 
prevent the spread.

Loss of Visibility

Inadvertently the shut-
down reduced our 
forensic capability and 
had a catastrophic impact 
on the server 
motherboard causing it to 
fault and kill the server.

Project Charcoal

Organization with HR records 
and financial data backed up by 
NZ IT provider to bare metal in 

ISP data centre.

Running through a particularly difficult incident 

Ransomware 
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Example Timeline
Putting it all together

8 April
10:44 - 21:20
Attacker(s) attempt to 
access the DR Server 
using accounts first 
attacker account 
‘depjive’ and ‘helengon’.

5 April
14:21
File links are created for the ‘depjive’ user 
profile of known trojan coin miner 
‘64.exe’ and ‘mimikatz.exe’ . Only ’64.exe’ 
was executed and included the ‘Waiting’
ransomware.

21 June
18:11 - 18:14
ITP successfully logs in the 
device and identifies the 
machine was impacted by 
ransomware.

10 April
3:57
File links for ‘x64’ and ‘x64 (2)’ are 
created for ‘depjive’ account. The  
’mimikatz.exe’ was executed shortly 
after from within the user account 
‘depjive\Desktop\x64\mimikatz.exe’.

7 April
3:19
Second attacker ‘ngoctu’ 
executes a system shutdown 
closing all active connections to 
the server including 
'depjive’, ‘Administrator’, 
‘ngoctu’ and a third attacker 
account ‘helengon’.

Attacker #1 Actions
6 minutes

Active Ransom
36 hours 49 minutes

Attacker #2 Actions
6 minutes

Attacker #1 Actions
50 Minutes

Access Attempts
10 hours 36 minutes

IT Provider Actions
3 Minutes

22 June
Organization informed 
by ITP that the DR 
server has been 
encrypted with 
ransomware.

10 April
4:30
The attacker Advanced 
port scanner scanning 
conducted. Followed by 
the execution of the 
trojan coin miner 
‘64.exe’

7 April
3:13 - 3:19
Second attacker ‘ngoctu’ logs in 
from IP address in Vietnam.

5 April
14:24
Evidence of a the 
‘Administrator user accessing 
a text file for their IP. This is 
the last known time of the 
files executing before being 
encrypted with ransomware 
ReadMe.hta and rwjfk.bat file 
traces appearing at 14:26.

5 April
14:18
First sign of attacker 'depjive’ 
accessing Disaster Recovery 
(DR) server. Registry logs 
showing ntuser.dat.log1 and 
ntuser.dat.log2 files being 
created at the time of user 
creation.

*First known 
malicious activity 
identified occurring 
15 December

Active file encryption

Unsuccessful Login  Attempts

10 April
3:46 - 4:36
First attacker ‘depjive’ logs in 
from IP address in Thailand .
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2. Poor Configuration
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2. Poor Configuration

Development Testing

UAT

Example non-production environments

Pre-production

Things of interest with non-production 
environments:

• Don’t have as many security controls as prod

• Shouldn’t be publicly accessible (sometimes 
are)

• Shouldn’t have real data (often do)

• Often have provided more people with access
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2. Poor Configuration

https://crt.sh/ -

Shows public SSL certificates for a 
particular targeted domain

https://crt.sh/
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Culmination of three key issues:

1. Non-production environment was externally accessible

2. Authentication controls enabling unauthenticated access

3. Non-production environments with production data

https://examplewebsite.com + /authentication_required_section

URL
URL Accessible from 

non-production

2. Poor Configuration

https://examplewebsite.com/
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Key Takeaways
The key takeaways as an incident responder, wider cyber security, and in general you need to 
consider:

• The business and people impacts a cyber incident has

• The wider expertise that should be in your incident repsonse team

• That being the most senior, does not make you the best incident responder – your approach to 
handling a crisis is what matters

• Incident tracking and role assignment is essential 

• Make sure your logs exist, and have time and system coverage

• Your wellbeing, and your teams wellbeing are critical to a successful response 

• Communications need to be considered and clear – what might you be telling your attackers? How 
might those impacted feel?

Questions?


