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Note 2: Laplace Transforms

Topic
* Differential equations and Laplace transforms.
* Transfer functions, poles and zeros, and modes.
* Modal decomposition and expansion method.
¢  Cover up (Heaviside) method.
e Complex factors.
* Repeated factors.
* Partial fractions.
* The s-plane and poles and zeros.

*  Final value theorem.

1. Differential Equations and Laplace Transform

This section covers the relationship between differential equation and Laplace transform.

1.1. Solving DEs with the Laplace Transform

The Laplace transform is useful because it allows us to convert linear, constant-coefficient differential
equations into algebraic equations.
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Time domain
Zl(f) - System described by ODE - )’(,)

Solution is difficult
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Figure 1: Time domain vs Laplace domain in the Laplace transform

Solution is easier

This results from the differentiation in time property of the Laplace transform.
L{y'(®)} = sL{y(®)} —y(07)
L{y" )} = s2L{y®)} = sy(07) = y'(07)

L{y™ ()} = s"L{y ()} — s Hy(07) .y (07)

Recall that y(07), y/(07) and so forth are initial conditions.

For an n-th order DE, we need to know the initial values of the first n derivatives to solve a differential
equation uniquely using the Laplace transform.

Example for Tutorial 1: Equation of Differential Equation

Find y(t) in a system described by the differential equation (DE) as follows. [10 marks]
y'(®)+4y'(¢) +3y() =0

With initial conditions:

y(0)=3,y'(0)=1

Answer

We start by taking the Laplace transform of the entire differential equation.
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Using the differentiation in time formula, we can write the transforms of each of the derivatives of y.
L{y'} = sY(s) —y(0)
=sY(s)—3
And
L{y"} = s?Y(s) — sy(0) — y'(0)
=s2Y(s)—3s—1
We can therefore write the complete Laplace transform.
(s?Y(s) —3s—1) + 4(sY(s) —3) + 3Y(s) = 0
Gather all coefficients of Y (s) to the left and the rest of other coefficients to the right:
(s2+4s+3)Y(s) =3s+13
Rearrange the equation and factorise the roots.

3s+ 13 B 3s+ 13
(s2+4s+3) (s+1)(s+3)

Y(s) =

Apply partial fraction expansion to simplify the form of the equation.

-2
(s+1) +(s+3)

Y(s) =

We have solved our DE by Laplace transforming it, solving an algebraic equation.

Then, using inverse Laplace transform, transform the equation back to the time domain (see table of
Laplace transform).

y(t) = (5e™" = 2e7%)u(t)

2. The Transfer Function, Poles and Zeros and Modes

When characterising a system, we are interested in what the system does to an arbitrary input signal.
We typically assume that any initial transients have been given time to die away, which is equivalent to
assuming zero initial conditions.

We typically assume that any initial transients have been given time to die away, which is equivalent to,
assuming zero initial conditions.

') +4y'(6) + 3y(t) = x(t)
Take Laplace transform of the equation.
s2Y(s) + 4sY(s) +3Y(s) = X(s)

Rearrange the equation.
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(s2+4s+3)Y(s) = X(s)
Rearrange the equation in terms of the ratio of the parameters that we are interested e.g. Y(s) and
X(s).

Y(s) 1

G(S)ZX(S)_SZ+45+3

This is the so-called transfer function (TF). It tells us what the system does to an arbitrary X(s).

Example for Tutorial 2: Transfer Function of Differential Equation

Find the transfer function equation for the following differential equation. [4 marks]
y"() +4y'(t) + 3y(t) = x(0)
Answer
Take Laplace transform of the equation.
s2Y(s) + 4sY(s) +3Y(s) = X(s)
Gather all coefficients of Y (s) to the left and the rest of other coefficients to the right.
(s +4s+3)Y(s) = X(s)
Form the equation of Y(s)/X(s):

Y(s) 1
X(s) s2+4s+3

G(s) =

2.1. Poles and Modes

The poles of the transfer function are important (e.g. the values of s that make the denominator of the
TF zero), as they allow us to find the modes of the system.

The modes are simply the characteristic responses that the system will exhibit when excited by a signal,
or by initial conditions.

1
G =
) = TG +D)
Poles at s = —a and s = —b. The modes will be e "% and e Pt

y(t) = [Ae~% + Be bt u(t)

Where: A and B depend on the input and the initial conditions.

Example for Tutorial 3: Mode of Response
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Find the mode of the characteristic response of the system as given below. [4 marks]
6() = ——
S) =
s2+4+4s+3
Answer

For the given system, factorise its transfer function equation as shown below.

1
s2+4s+3 (s+1)(s+3)

G(s) =

With the given system, the polesats = —1 and s = —3.

The modes will be et and e ~3¢.
g(@) = [Ae~t + Be 3 u(t)

Where: A and B depend on the input and the initial conditions.

2.2. Zeros

In general, we can also have a polynomial of s in the numerator of the transfer function. The values of s
that make the numerator zero are called zeros of the transfer function. The system will exhibit no
output when driven by a signal having these values of s.

The zeros do not produce modes, but they play an important role in setting the relative magnitude of
the various modes. In particular, a pole that has an s value that is close to that of a zero will have a
“small” mode.

I”
3. Modal Decomposition

We use partial fraction expansion to simplify expressions in the s-domain. Otherwise, we must begin
with a proper rational polynomial, the form of the system modes will be obscured.

* Not a rational polynomial:

(1/s)+1
Vi(s) =——2—
(s+2)(s+3)
*  Not strictly proper:
52
Y2(s) =

(s+2)(s+3)

Example for Tutorial 4: Simplification of Transfer Function Equation
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Given the transfer function equation of a system, is it possible to simplify it further? [4 marks]
¢ System 1:
(1/s)+1
) =—F—=
(s+2)(s+3)
¢ System 2:
V() -
§)=—————
2 (s+2)(s+3)
Answer

If the transfer function of the system is not a rational polynomial, perform modal decomposition of the
equation as shown below:

(1/s)+1
(s+2)(s+3)
(S) (1/s+1)

s/ (s+2)(s+3)
(s+1

s(s+2)(s+3)

Y(s) =

If the transfer function of the system is not strictly proper, we can simplify the equation as below:

SZ

S ) T

s +55+6 55+ 6 _ 55+ 6
 s24+55+6 s2+55+6 (s+2)(s+3)

3.1. Modal Expansion

We then write our expression as the sum of a set of appropriate terms, each of which corresponds to a
particular mode and has an unknown amplitude. We write the denominator as a combination of three

types of poles:

« Simple real poles: (s + a) & Ae™%

+  Complex pole pairs: (s + a)? + w3 & Be™ % cos(wgt + ¢P)
or
Control Systems: s2 + 2{w,,s + w2 < Be ™St cos(w,t + @)

* Repeated real poles: (s + a)" & C,t" e % +
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You only need to use partial fraction expansion when you need to write an equation for the output of a
system.

If you need to know the amplitudes of the modes, then use partial fractions. If you do not need the
amplitudes, just wish to find out the mode of the system, then stop!

3.2. Simple Real Poles

For real poles:

n(s) _ A
(s +a)d(s) his)+ s+a

Y(s) =
Thus
y(t) = Y1(t) + Ae~*u(t)

We can solve this system with simple real poles using ordinary partial-fraction expansion method or
using Heaviside or cover-up method.

Example for Tutorial 5: Partial Fraction Expansion

Find the time-domain equation of a system described as the transfer-function equation below using
ordinary partial-fraction expansion method. [8 marks]

Answer

For the given system, factorise the transfer function equation and perform partial fraction expansion.

B s+1
Cs(s—=2)(s+3)

A B C

+ +
s s—2 s+3

The first method we will use is multiplying out the new form of the equation and equating it with the
original form.

XMUT315 - Note 2 -7



Note 2: Laplace Transforms

s+1 A B C

- ==+ +

s3+s2—6s s s—2 s+3
_A(s—2)(s+3)+Bs(s+3)+(s(s—2)
B s34+ 52 —6s
_(A+B+0)s* +(A+3B—2C)s — 6A
B s3+s%2—6s

The denominators of these expressions are identical, so the numerators must be equivalent. We
therefore equate coefficients of the various powers of s in the numerator polynomials of the two sides.

s> 0=A+B+C
st:1=A4+43B-2C
s% 1=-64

From the last of these equations, we know that A = —1/6.

Substituting into the other two equations we find:

BiC=_ 4 3B_20="
T ~5

Solving these two equations simultaneously we find:

B—3 C = 2
10" 7 15

Entering the values of the coefficient back into the equation.

s+1
s(s2+s—6)

() 1662 15 (53)
6\s 10\s — 2 15\s + 3

Taking the inverse Laplace transform (from the table), we therefore find:

Y(s) =

3

1 2
O I A —3t] ¢
y® [ 6T 10 "¢ |®

3.3. The Heaviside or Cover-up Method

There is a quicker method for finding the partial fraction expansion, known as the Heaviside or cover-up
method.

The “Cover” the term in the denominator for which you are trying to find the coefficient and then
calculate the value of the remaining fraction at the value that would cause the covered term to be zero.

Say for example that you have the following function to be decomposed into partial fractions:
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x—7 _ A 4 B
(x—Dx+2) x—1 x+2

On the left-hand side, we mentally remove (or cover up with a finger) the factor x — 1 associated with
A, and substitute x = 1 into what’s left; this gives A:

x—7 _1-7 2o A
x+2lx=1 1+2 ~
Similarly, B is found by covering up the factor x 4+ 2 on the left, and substituting x = —2 into what’s
left. This gives:
x—7 _—2-7 3B
x—1lx=-2 -2-1 "~
Thus, the partial fraction of the function is:
x—=7 -2 3

= +
x—Dx+2) x—1 x+2
Example for Tutorial 6: Partial Fraction with Cover-up Method

Find the time domain equation of a control system given as the following transfer function equation
below using the cover-up method. [5 marks]

Answer

For the given system, factorise the transfer function equation and perform partial fraction expansion
using cover-up method.

s+1 _ s+1 _A+ B N Cc
s3+s2—6s s(s—2)(s+3) s s—2 s+3

The coefficients A, B, and C in the equation above are calculated from:

A= s+1 _ 1
S (s—-2(s+3)l,_, 6
_os+1 3 3
Cs(s+3)l,, 22+3) 10

s+1 -2 2

TsGs-2)l__, —-3(3-2) 15

Thus
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s+1 1+ 3 2
s3+s2—6s 65 10(s—2) 15(s+3)

3.4. Unique Complex Factors

For complex pole pair:

n(s) As +B

V) = [(s + a)? + w?]d(s) =h(e+ (s + a)? + w?

Thus

y(®) = y1(t) + [Ae™* cos(wt + P)]u(t)
Where: ¢ depends on A and B.

The coefficients of complex factors must be found by the cross-multiplication method. Find the residuals
of other factors first.

Example for Tutorial 7: Partial Fraction of Complex Factors

For a given system described as the following transfer function equation with a pair of complex factors,
find its time-domain equation. [8 marks]
1

Y(s) = s(s2+s+1)

Answer

The coefficients of complex factors must be found by the cross-multiplication method. Find the residuals
of other factors first.
1
s(s2+s+1)
1  A,s+ A4z

=y TS
s Ss2+s+1

Y(s) =

(P + s+ 1) + 4,57 + Azs
B s(s?2+s+1)

A+ DS+ (A3 +Ds+1
B s(s?+s+1)

We equate the coefficients of the powers of s in the numerators of the two sides.

s220=4,+1=4,=-1

XMUT315 - Note 2 - 10



sL0=As+1=4;=—1

0

s':1=1

Entering the values of the coefficient back into the equation.

Y()—1+ —s—1
)= s2+s+1

1 (s+%)+

1
2

2
(s+2) +3

1 1

_1 _ s*3 2
(+3) 3 (+3) 43

1 143

:1_ S+7 B 32
(1) +F (+3) +]

Thus, taking inverse transform of the equation given above

y(t) = [1 — 73 cos (? t) - %e‘é sin <§t>] u(t)

3.5. Repeated Real Factors

Repeated real poles:

ey n)
()= (s + a)kd(s)
Or
Y(s) = Yy(s) + — i Ao

+ 4ot
(s+a)k  (s+a)1?

s+a
Thus

y(t) =y, () + [ApthLe % + A1tk 2e7 + ... + Age~*u(t)

Note 2: Laplace Transforms

Repeated poles lead to a set of partial fractions, with decreasing multiplicity of the pole.

Example for Tutorial 8: Partial Fraction of Repeated Real Factors
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Find the time domain equation of a system expressed as the following transfer function equation with a
pair of repeated poles. [5 marks]

Y(s) 3s+8
S)=———
(s + 2)?
Answer
With the given transfer function equation, factorise and perform partial fraction expansion.

3548 _ A A
(s+2)2 (s+2)%2 s+2

Y(s) =

The coefficients A; and A, are found from:

o (s +2)?(3s+8)
2= AT 5+ 2)2

== 35 + 8|S—>—2 - 2
(Just the Heaviside technique)

o d (s +2)?(3s+8)
1= 0 ds (s + 2)2

o d
Sll)rpz s (3s+8)

= (3)|S—>—2 = 3
Thus, the transfer function equation is:

__ 2 3
T (s+2)2 s+2

Y(s)

Taking inverse Laplace transform of the transfer function, the equation in the time domain is:

y(t) = te 2 +3e 2)u(t)

3.6. Summary of Partial Fractions

* Real poles:

n(s)

YO = e wde

Yi(s) + 4
118 s+a

Y(t) =Y, (t) + Ae~%u(t)

*  Complex pole pair:
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n(s) A+B

'O = terorromae Ot srarrer

y(®) = y1(t) + [Ae™% cos(wt + $)Ju(t)
Where: ¢ depends on A and B.

* Repeated Real poles:

V(s) = n(s)
()= (s + a)kd(s)
Ay Ag—1 Ag

V) =1+ (s + a)k + (s + a)k1 +s+—a

y(t) = y1(t) + [Ath"le % + Ap_tF2e7% + oo+ Age™H]u(t)

4. The s-Plane and Poles and Zeros

We often do not care about the precise amplitude of modes, but are instead content to talk about the

modes themselves. Plotting pole zero diagrams lets us visualise what is happening as shown in the
figure below.

@

s-plane

!

o T
-

X
=X

o

Figure 2: Location of the poles of the system in the s-plane

Remember that any system having poles only in the left half of the s-plane will be stable. Its modes will
(eventually) decay to zero.
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Conversely, a system having one or more poles in the right half of the s-plane will be unstable, and its
output will tend to infinity with increasing time.

Example for Tutorial 9: Poles and Zeros in s-Plane

For each of the given control systems below, determine the location of poles and/or zeros in the s-plane

and predict its transient response.

a. System1

b. System 2

c. System3
Answer

a. System1

Y,(s) = s+ 20
)= 2 1 101s + 100
0.5s + 2.5
Y. =
2(5) s2+2s+ 10
5s — 500
Y3(S)=s3—3s—2
(s +20)
Y,(s) =

(s+1)(s+100)

The s-plane diagram of the system is as shown in the figure below.

Pole-Zero Map

[9 marks]

Imaginary Axis (seconds'1)
S & o o o o
> B N O N B o

o
co

]
-

-100

-80 -60

-40 -20
Real Axis (seconds'1)
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Since all the poles and zero are located at the left-hand side of the diagram, the system is stable.
As the poles are all real, then the transient response of the system is overdamped.

System 2
0.5(s +5) B 0.5(s +5)

s2+25+10 (s+1)2+(3)3

Y2(s) =

The s-plane diagram of the system is as shown in the figure below.
Pole-Zero Map

3

— o - [a%]
T T T T

Imaginary Axis (seconds‘1)

i
[}
T

-5 -4 -3 -2 -1 0
Real Axis (seconds‘1)

Since all the poles are a pair of complex poles at the left-hand side of the diagram, the system is
stable. Because of these complex poles, the transient response of the system is underdamped.

System 3
5(s —100)
(s—=2)(s+ 1)

Y3(s) =

The s-plane diagram of the system is as shown in the figure below.
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Pole-Zero Map
1 : ; ;

o
»
T

\

o
IS
‘

\

S
[N}
.

)

o
T

W &

o
M
.

.

Imaginary Axis (seconds'1)
LS
~

-20 0 20 40 60 80 100
Real Axis (seconds'1)

Since there is a pole at the right-hand side of the diagram, the system is found to be unstable.

5. Final Value Theorem

The final value theorem allows us to calculate the final value that a system output will take, without
needing to do partial fractions expansion and inverting the Laplace transform.

lim f(t) = limsF(s)
t—oo s—0

We will find this particularly useful in finding the response of a system to a step input, which makes the
equation particularly simple.

: : 1
Ji 900 = iy 56(5)< = i)

The final theorem only holds if the system is stable. Be careful!
Example for Tutorial 10: Final Value Theorem of Systems

Determine the steady-state characteristics of the following control systems given as the following
transfer function equations. [6 marks]

a. System 1 when it is subjected to a step input (1/s):
s(s+10)
Fi(s) =
(s +2)(s+50)
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b. System 2 when it is subjected to a ramp input (1/s2):
10(s +5)
F. =~
2(5) s(s? +s5+10)

c. System 3 when it is subjected to a parabolic input (1/s3):

_ s%(s+2)
() = 515y + 1009

Answer
The steady-state characteristics of the following control systems are as outlined below.

a. System1
: . 1
lim f,(t) = lim sF; (s) (;)
— 1 s(s+10) (1) 0
0 G+ G +sn|\s) T

It looks like the system settles down to O at steady-state condition.

b. System 2
. . 1
lim £,(0) = lim sF>(5) ()
10(s + 5) ( 1 )
= 00

—lims|[—————~ _|(=) =
1ms[s(sz+s+10) s?

It appears that the system is unstable at steady-state condition. This also shows that the type of
input has significant effect on the response of the system at steady-state condition.

c. System3

. . 1
lim £3(0) = limsF3(5) ()

=lims

s?(s+2) 1 2 1
50 [(s + 15)(s + 100) ( )

s3) ~ (15)(100) _ 750

It seems that the system settles down to a constant value e.g. 1/750 at steady-state condition.
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Laplace Transforms of Elementary Functions

Signal Transtform | ROC
1. 8() 1 Alls
1
2. u(t) . Re{s} =0
. 1
3. —u(—t) . Re{s} <0
4 Lu{f) L Re{s} =0
Tn—1)Y 5" S
L L Res} < 0
- (n—1)! ' 5" T
6. e ™ u(t) : Re{s} = —Re{a}
s+ o
1
T Y Re{s} < —Re{a
7. —e u(—t) T Refs} Re{a}
gl . 1
L~ g o~ )
8. o= 'l}!(' w(t) Grar Re{s} = —Re{a}
fﬂ_l . 1
_ Lt g R )
9. o= l)!r. u(—t) Grar Re{s} < —Re{a}
10. 5(t — T) — All's
. B
11. [coswot]u(t) pa Re{s} =0
. wo
12, [sinwyt]u(t) Trad Re{s} =0
s+ao

13. [e™*" coswot]u(t)

14. [e™*" sinwot]u(t)

_ dna(t
15, ua(t) = dt"t‘ )
16, wu_n(t) = ult) = ---*ult)
— - —
n times

(s +a)? +wi

o

—
(s+a)?+uwi

Re{s} = —Re{a}
Re{s} > —Re{a}
All s

Re{s} =0
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Properties of the Laplace Transform

Property Signal Transform ROC
x(t) X(s) H
z1(t) Xils) R,
Ta(t) Xa(s) Ry
Linearity ary(t) + bra(t) | aXq(s) + bXa(s) | At least ) 1 Ha
Time shifting ([t — tg) &0 Y (5) R
Shifting in the s-Domain etr(t) Xis— =) Shifted version of R 1.2, 515
mn the ROC if {5 — 55) 18 In
R
. . 1 .. rs , . . .
Time scaling xlat) —X (—) “Sealed” ROC (1e, s 15 in
a e the ROC if (s/a) is in R)
Conjugation o (t) At s") R
Convolution r1(t) = ra(t) X1(=)Xa(s) At least By M Ha
Differentiation in the Time Domain %r[i] sX(s) At least R
Differentiation in the s-Domain —tx(t) di.k'[sj R
E
£
Integration in the Time Domain f o{r)d(T) l_}f{s} At least B {Re{s} = 0}

Initial- and Final Value Theorems
If o(t) =0 for ¢ < 0 and z(t) contains no impulses or higher-order singularities at ¢ = 0, then
£(0%) = lim, e sX(s)
If r(t) = 0 for ¢ < 0 and =(t) has a finite limit as ¢ — oo, then

limg oo () = limegsX | 5)
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