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    D IGITAL COUNCIL OF NEW ZEALAND   

  Established to provide independent advice to the  
  NZ government on how to maximise the societal    
  benefits of digital and data-driven technologies  

The Digital Council for Aotearoa New Zealand was a ministerial advisory group 
established by the Ministers of Government Digital Services and Statistics in 
early 2020. The Council wrapped up in late 2022.

_____

There were three areas of focus in its work programme: 

trust (2020)

digital inclusion (2021)

innovation (2022)
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   D IGITAL COUNCIL FOR AOTEAROA NEW ZEALAND   

  We were team members for the Digital  
  Council’s 2020 research project into trusted   
  and trustworthy automated decision-making  

A team effort:

Digital Council research leads: 
Marianne Elliott and Colin Gavaghan

Participatory Research Lead: 
Toi Āria team, led by Anna Brown

Report writing and supporting policy analysis: 
Antistatic, Anna and Kelly Pendergrast

Literature review and supporting advice: 
Brainbox, Tom Barraclough and Curtis Barnes

Secretariat support from DIA

Māori and ADM research paper and wānanga: 
Te Kotahi Research Institute
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    BRIEF   

  Undertake a participatory design engagement        
  focussed on automated decision-making       
  (ADM) — specifically systems where parts of the    
  process are carried out by computer algorithms  

Aim of the research: to complete a literature review and to engage with  
specific publics to understand their perceptions and levels of trust in digital  
and data-driven technologies.

Why: to orient government and public applications of such technologies for a 
digital future centered on the needs and aspirations of people in Aotearoa.



5   Presentation to the AI and Society weekly seminar series, 10 October 2024

    DEFINITIONS   

  Understanding trust  

Exploring definitions and terms:

 »  The process of defining ‘trust’ was complex and unresolved. For this project,  
when we talk about trust, we are talking about people feeling comfortable  
and confident when they are affected by other people’s decisions

 » Te Reo Māori doesn’t have equivilent kupu 

 »  Trust is not sufficient on its own, needs to be trustworthy too
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www.toiaria.org

— We aim to do [some] good 

— We nurture partnerships with  
people and communities

— We build relationships

    TOI  ĀRIA   

  Harnessing design for positive  
  social change through effective   
  community engagement  
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  Deliberative decision-making  

‘In Participatory Design the 
people destined to use the 
system play a critical role in 
designing it.

— SCHULER & NAMIOKA, 1993

    OUR APPROACH   
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  The Comfort Board: A participatory methodology 
  for effective citizen engagement  

60cm

454cm

Comfort Gameboard

Colour-printable
Light enough to travel on plane
Withstand people walking on
People won’t slip while walking on them
Maintains colour
Not too expensive
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    OUR APPROACH   
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    OUR APPROACH   

  The Comfort Board  
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    OUR APPROACH   

  The Comfort Board  
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    OUR APPROACH   

  The Comfort Board  
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 Who we spoke to 

Workshop attendees included:

 » blind and vision impaired
 » ethnic community leaders and youth
 » Māori and Pacific youth
 » women with migrant and refugee backgrounds
 » Whānau Ora navigators (Māori health advocates) 
 » young people with care experience
 » and members of the general public.

    PROJECT   
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  Workshop prototype  
    WORKSHOPS   
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  Workshop with Pacific Youth  
    WORKSHOPS   



15   Presentation to the AI and Society weekly seminar series, 10 October 2024

  Workshop with Māori Youth  
    WORKSHOPS   
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  Workshop with Sight Imparied  
    WORKSHOPS   
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  Scenarios  

Recruitment scenario: 
Search engine and CV 
filtering algorithms

    PROJECT   
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  Participant responses:   

“ If it is just matching hard 
skills, then I trust it because 
there isn’t too much  
room for interpretation. 
Like software or if you’re 
prepared to work in a 
specific location. But I  
don’t trust it if it is judging 
softer skills.”

“ The algorithm kind of just shuts 
out a certain group of people 
and really lets in a certain group 
of people. So even when they 
get to the interview process 
you’re interviewing the same 
people rather than a different 
diverse group of people and 
taking employees or people from 
different parts of society that 
would really benefit the system. 
You’re missing opportunities.”

    PROJECT   
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  Scenarios  

Youth Support scenario: 
Based on Not in Education, 
Employment or Training 
(NEET) algorithm currently 
used by Ministry of Social 
Development to identify  
and provided support to 
young people.

    PROJECT   
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 S

  Participant responses: Youth support   

“ I’d like every single level of 
the various Ministries to have 
a person in that role who 
is Maori, and that person 
has equal decision-making 
power and funding and they 
also have their own team of 
researchers who work from a 
Kaupapa Māori perspective 
when collecting data.”

“ I think that there’s a risk with 
government-collected data 
— particularly when you’re 
dealing with Māori or Pacific 
communities or any communities 
that have intergenerational 
distrust of the crown — that the 
data that they have will contain 
lies because people don’t trust 
the agents of the crown enough 
to tell them the truth.”

    PROJECT   
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  Scenarios  

Immigration scenario: 
Based around a risk 
analysis algorithm used by 
Immigration New Zealand to 
inform decisions about visa 
applications. 

    PROJECT   



22   Presentation to the AI and Society weekly seminar series, 10 October 2024

  Participant responses: Immigration  

“ If it is a simple yes/no task, 
I want the algorithm to do a 
perfect job. But if it is required 
to consider nuanced stuff, I 
want a human in the mix.”

“ I want to know what’s going 
in the algorithm. I trust an 
algorithm, it is just a computer 
making decisions that a human 
would make from a checklist.  
It’s the decisions that I’m 
dubious about not the fact that a 
computer’s making them.”

    PROJECT   



23   Presentation to the AI and Society weekly seminar series, 10 October 2024

  Scenarios  

Criminal Justice scenario: 
Based on the risk of 
ReConviction x Risk of 
Imprisonment algorithm 
used by the Department of 
Corrections, which uses a 
risk score to inform a range 
of decisions.

    PROJECT   
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  Participant responses: Criminal Justice  

“ I think that data, whether it’s 
negative or positive, can always 
tell you something and you 
can always draw a conclusion 
based on that data. However, 
everybody has the potential to 
change. I just think that data 
can be used to help but data 
shouldn’t be used to weigh 
so heavily on the decisions of 
people’s lives.”

“ I wouldn’t trust this to make a 
decision about someone going to 
prison. It’s just comparing them 
to other people who have done 
the same thing. But everyone’s 
different. They should assess 
you on who they are, not the 
crime you’ve done. I don’t just 
trust the Justice system. They 
are not making this personal. 
You can’t get the system out of 
this thing — it’s part of it.”

    PROJECT   
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  Scenarios  

Health scenario: 
Based around a nationally-
recognised algorithm used 
by District Healths Boards 
to inform decisions abut 
waiting list priority.

    PROJECT   



26   Presentation to the AI and Society weekly seminar series, 10 October 2024

  Participant responses: Health  

“ If it’s real-time data then 
I’d trust an algorithm over 
a human. People can get 
stressed, tired, emotional 
and irrational, and doctors 
are no exception.”

“ It feels like an ethical dilemma. 
What happens when you have 
two people with the same 
condition, and one person is  
80 years old and one is 10 years 
old. How does it decide?  
What are the criteria, and who 
decides those? It comes down  
to serious ethical and human 
rights principles.”

    PROJECT   
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  Some key themes emerged  

Participants told us they: 

 »  think of algorithms as just one part of much larger systems 

 »  see clear benefits of ADM for perceived ‘low risk’ tasks at speed and 
scale or acting as an ‘assistant’ to get work done

 »  have lower comfort when algorithms were used to inform complex 
decisions that had major impacts on people’s lives 

 »  think algorithm systems can make existing problems like bias and 
discrimination worse. 

 »  Many participants had low trust in organisations using algorithms, 
especially government agencies.  

    PROJECT FINDINGS   
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  Increasing comfort levels  

Suggestions for increasing comfort included: 

 »  understanding and addressing the specific needs of affected communities in  
the development and use of ADM systems 

 »  involving people with a diversity of experiences, cultures and world views in  
the design, development and deployment of algorithm systems, 

 » being transparent including:  
 — transparency of the wider system  
 — transparency of data use 
 — transparency of criteria 
 — transparency of the algorithm 

 » clear, open communication 

 » opportunities to ask questions, get clarification, and give feedback

 »  personal, or kanohi ki te kanohi (face to face) communication and  
relationship-building as part of decision-making systems

    PROJECT FINDINGS   
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  Increasing comfort levels 

Additional comfort increasers included: 

 »  clear rules, standards, legislation or frameworks to govern ADM use, as well as 
capacity to assess whether they are implemented properly and enforce them 
where required

 » treating data with care and consideration 

 »  making sure algorithms and wider decision-making systems are treated  
with care and ongoing attention — they should be effectively monitored,  
tested, and maintained 

 » and building capability and skills around algorithms and related digital processes. 

    PROJECT FINDINGS   
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  Recommendations  

The Council’s seven recommendations fell into four broad groups:

 »  actions that will give effect to Te Tiriti o Waitangi across government ADM 
and data projects 

 »  on-the-ground projects that test new ways of doing and thinking about 
things, demonstrate value and build a knowledge base to enable successes to 
be scaled and replicated 

 »  projects that bring clarity and cohesion to work already underway on ADM 
projects and fill any gaps in frameworks and guidance that are needed 

 »  projects that focus on building digital skills and knowledge and increase the 
diversity of the digital workforce.
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  Recommendations  

 Recommendation 1: Fund community groups to lead their own data  
and automated decision-making projects. 

Recommendation 2: Fund and support a public sector team to test  
and implement automated decision-making best practice. 

Recommendation 3: Establish a public sector automated decision-making hub.

Recommendation 4: work collaboratively to develop and implement private sector 
automated decision-making rules or best practice.

Recommendation 5: Build automated decision-making systems from  
te ao Māori perspectives.

Recommendation 6: Build a diverse digital workforce.

Recommendation 7: Increase the digital skills and knowledge of  
public sector leaders
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  Limitations of this approach  
    DISCUSSION   

Issues with participatory approaches and impact

 »  issues of public engagement processes vs reality of political cycle and routes for 
implementation in government systems (churn)

 »  risk of engagement with no perceptible change or improved outcomes

 » risk of engagement fatigue or ‘repeat’ audiences, repeated work

 » challenge of building engagement to suit public audiences not government need 

 » Issues of language: ADM —> algorithms

 » issues of expert views (policy, technical) vs public views (lived experience expertise)

 »  issues of positionality (who does the research?)
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  Value and impact (direct or indirect)  
    DISCUSSION   

Impact of this work to date?

 »  exemplar of participatory approaches and evidence of best practice for what increases 
comfort for communities

 »  Recommendations not directly implemented as suggested, there are however some 
initiatives that address similar themes but many of the issues still persist

 »  Interest from international counterparts and research groups: 
— Centre for Data Ethics and Innovation, UK 
—  Essay in New_ Public magazine, USA: ‘Can New Zealanders trust an  

automated government?

 »  The Australia and New Zealand School of Government (ANZSOG) Digitisation, Design 
and Policy Master Class (2022-2024)

 »  BWB ‘More Zeros and Ones: Digital Technology, Maintenance and Equity in Aotearoa 
New Zealand, including chapter on ‘Participatory Design for a Digital World’.
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  Questions?      What can we apply to today’s AI environment?  
    DISCUSSION   


