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• Baseline and Benchmark methods: select appropriate models for comparison
• Task relevant: feature learning, classification, regression, clustering,  …

• Baseline methods: simple, well-established methods, provide a reference point

• Original method:  to demonstrate the improvement over the predecessor

• State-of-the-art methods: currently achieve the best performance on a specific 
task, also consider
✓time of publication: more likely to be more recent publications, a general rule of 

thumb, 2-3 years old can be considered "old" 

✓publication venue, top-tier journal and conference

Experiment Settings
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• Benchmark Datasets: use datasets commonly used for benchmarking, 
number of datasets: generally more than 10

• Training and Test Sets
• Which method to create training and test sets 

• Hold-out/training-test split: with a splitting ratio of 80:20 or 70:30 

• K-fold cross-validation (sampling without replacement)

• Bootstrap (sampling with replacement)

• Splitting seed

• Stratified splitting to maintain class-ratio

Experiment Settings
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• Number of runs:
• at least 30 runs (using 30 different seeds)  => WHY?

• or 50 runs unless your experiment is too time-consuming.

• Performance evaluation: 
• Measure: error rate, accuracy.

• What to report if you have (10-fold cross-validation x 30 runs) results?

Experiment Settings (continue)
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• DO record your random seeds to make sure you can re-produce the same 
results later if needed
• Do NOT use clock time as the random seed

• Use the same random seeds to compare two different versions of the same 
approach:
• E.g. two different GP algorithms: GP1 and GP2, run both of them for 50 times. 

Please make sure you use the same 50 random seeds for GP1 and GP2 to let 
them have the same starting points for fair comparisons.

• It is not necessary to use the same random seeds if you compare GP with PSO.

Random Seeds For EC methods
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• Start with commonly used parameter settings from the literature, or settings 
recommended by good papers.
• Do not randomly pick up some parameters values unless you have good reasons 

to use them.

• Figure out what the parameter values exactly mean

• Parameter tuning: one aspect at a time

Parameter Settings
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• Please record all useful results
• Eg, the gbest in PSO, the best program from GP,  the training,  testing 

performances in each run (you may further check with your supervisors) 

• Evolutionary plots on the training and test sets: performance of the best 
individuals at every generation 

• Computational (training) time of each run: first generation to the last generation 
— not include test process

• Model Size, #feature ..

• Evolved Models 

Results
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Statistical significance test results
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Model Size, #feature … 
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Computational Time
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Fronts
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• Keep the results of the standard algorithm

• Do keep all the original results  from each run.

• Perform statistical significance tests: T-test; Wilcoxon test; Friedman test

• Do NOT delete results unless they use too much memory, or they are wrong

Results
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• Backup different versions of your codes using
• Version control: Gitlab, bitbucket

• Make clear documentation of your codes

• Make clear README documentation

• Organise your files: a single directory for a project, containing all of the data, code, and results for

your project

• Following best programming practices: choose file/method/variable name carefully, avoid

hard coding, …

Codes and Programs
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Questions?

THANK


