
Title: Automating Neural Architecture Design: From Search to Generation 

Abstract: This talk will provide an overview of automated neural architecture design, with a 
focus on its motivation, evolution, and recent advances. I will first introduce the background and 
necessity of automating neural network architecture design, emphasizing the limitations of 
manual design in the face of increasing model complexity and application diversity. 

I will then review the development of Neural Architecture Search (NAS), covering the 
foundational frameworks built around search spaces, search strategies, and performance 
estimation methods. While NAS has achieved remarkable success, significant challenges remain 
in these three core components. I will discuss some of these limitations and present 
contributions from our research group aimed at addressing them. 

Finally, the talk will shift toward the emerging paradigm of neural architecture generation (NAG). 
I will introduce several of our recent works in this direction and highlight promising research 
avenues, such as improving scalability, incorporating semantic constraints, and enhancing 
generalization across tasks. The presentation aims to provide both a historical perspective and a 
forward-looking view on the automation of neural architecture design. 
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