






Fig. 2. 5G MEC System Architecture Diagram

B. Resource Allocation and Admission Control

For an arbitrary user u, the delay constraint includes two
parts: uplink transmission delay, tupu , and server computation
delay, tcu. It should be ensured that the sum of transmission
delay and computing delay is less than the maximum tolerable
delay of a user’s task, that is:

tupu + tcu " Tmax
u (3)

Radio resources for the two service types are provisioned
separately subject to the consition that the bandwidth resources
occupied by URLLC and eMBB users should not exceed the
total bandwidth resources, as shown in Eqn. (4)
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and meet the data rate requirements of each user u as shown
in Eqn. (5).
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The basic idea of the resource allocation algorithm is to sort
the packets, then filter the users meeting the QoS requirements
according to the priority computation formula, while sharing
the total bandwidth between the two service types.

The algorithm detects congestion by monitoring the aver-
age queue length and reduces the congestion window before
the queue overflow leads to packet discard, thus alleviating
network congestion. The algorithm has two key parameters:
minimum threshold denoted by Thmin and maximum thresh-
old denoted by Thmax. When the queue length Lavg is less
than Thmin, an arriving packet is enqueued. When Lavg is

between Thmin and Thmax, the packet marking probability
Pa will be calculated for each arriving packet, as follows:

Pa = Pmax %
Lavg ! Thmin

Thmax ! Thmin
(6)

where Pmax is the maximum probability to drop a packet. The
average queue size Lavg calculated as follows:

Lavg = (1 ! Wp) %Lavg + Wp %q (7)

where q is the instantaneous queue size and Wp is the time
constant of the lowpass filter. If Wp is large, burst congestion
will not be filtered. The probability Pa is a linear function
of the average queue size and the threshold. When Lavg is
greater than Thmax, Pa = 1 . If C is the number of data
packets containing the last marked data packet, then the final
marking probability P is:

P =
Pa

1 ! C %Pa
(8)

When a new packet arrives and the queue is full, marked
packets in the queue will be discarded to accommodate the
new packet. Another possible implementation of RED would
be to discard packets based on the probability Pa instead of
marking them.

In this system, the gNBs provide communication services
for users, and each gNB allocates the necessary bandwidth
resources to transmit the packets (carrying the task data) to the
MEC server. Arriving packet types have different admission
criteria and the gNB must ensure that the remaining resources
are sufficient to serve them. URLLC traffic must meet their
delay constraints while eMBB traffic have transmission rate
requirements, thus users with URLLC traffic have higher



Fig. 3. REDAL Algorithm Flow Chart

priority over eMBB traffic users. URLLC packets are sporadic
and small in size, while eMBB packets are often large, so the
goal of REDAL is to keep the packet discard rate as low as
possible and maximize the number of serviceable users while
meeting the user QoS requirements. The basic idea of REDAL
algorithm can be divided into three steps, and the flow chart
of the algorithm is shown in Fig. 3:

1) Establish a request queue, calculate the priority of each
URLLC and eMBB user request according to Eqn. (1)
and Eqn. (2);

2) If the request queue is empty, use Eqn. (3) to determine
whether the delay constraint is met, and use Eqn. (4) to
determine whether the bandwidth constraints are met,
that is, whether the remaining resources are sufficient to
serve them. If both conditions are satisfied, the request
is admitted; otherwise, if the remaining resources are
insufficient, the request will be declined;

3) If the request queue is not empty, use Eqn. (7) to calcu-
late the queue length to determine whether congestion
is imminent. If congestion is imminent, the REDAL
algorithm uses Eqn. (8) to calculate the packet discard
probability. To ensure the constrains of Eqn. (3) and
Eqn. (4) can be met, the request is discarded based on
the computed discard probability. On the other hand, if
there is no congestion and the remaining resources are
sufficient, the request is admitted.

Although RED algorithm can effectively avoid congestion,
it also has some limitations. It is fundamentally a congestion
detection algorithm that marks packets to be discarded. If there
is no mechanism to discard the marked packets, congestion
and unfair resource will still occur. To avoid this, we adopt the

discard approach based on the computed probability. The RED
algorithm is also sensitive to parameter settings, and changing
Thmin and Thmax thresholds will impact the performance.

The REDAL algorithm proposed in this paper extends the
traditional RED algorithm by considering the delay require-
ments of users’ requests, in order to meet the QoS require-
ments for different types of users’ traffic types. This improves
the throughput of the system and minimizes the delay, and
most importantly, reduces the packet discard rate to achieve
significantly better resource utilisation.

V. VALIDATION AND PERFORMANCE

In this section, we first describe the simulation settings and
scenarios used to validate our proposed algorithm, REDAL,
based on throughput, delay, and packet discard rate. Through-
put refers to the maximum of number of requests processed
by the system in a unit time. Undoubtedly, throughput is a
critical metric when analyzing network performance. Delay
or latency refers to the time required for data packets to be
transmitted from the source node to the destination node. In
actual situations, users seek services, which is the sum of
the time generated by the server in processing data and the
time generated during transmission. In this system, the delay
is an important metric since URLLC service is extremely
sensitive to delay and it is necessary to analyze the delay
performance. Packet discard rate refers to the fraction of
data packets discarded by the admission control algorithm.
The higher the value, the worse the user experience will be.
In a 5G scenario, we assume that the underlying physical
layer takes care of transmission errors while the admission
control algorithm limits the amount of traffic that can be
granted network access in order not to overwhelm the system
resources. In this paper, one of our goals is to minimize the
number of packets to be discarded while maximizing resource
utilization and satisfying the delay constraints.

A. Simulation Setup
We implemented our algorithm in the ns-3 simulator with

5G-LENA module, which is a pluggable module for simulating
5G new radio (NR) cellular networks. The simulation scenario
and representative traffic parameters [18] [19] are shown in
Table 2, and we compare our algorithm with CoDel [20],
RED [17], and Droptail which discards any new packet that
arrives when the buffer is full.

To evaluate our scheme’s ability to support user traffic with
delay constraints, we classified user traffic into URLLC with
the strictest delay constraint and eMBB with normal delay
constraint. To provide a realistic scenario without incurring
excessive simulation overheads, we assumed a total of 10
users, comprising 5 URLLC and 5 eMBB users, generating
combined traffic data rates as shown in Table I. First, we
tested the impact of different bandwidth allocation ratios on
throughput, delay (or latency) and packet discard rate. After
determining a suitable bandwidth allocation ratio, we evaluated
the performance of our proposed algorithm and compared with
other algorithms based on these metrics: throughput, delay,



TABLE I
SIMULATION PARAMETERS

Parameter Values
Simulation Time 10s

Packet Size 8 and 220 bytes
General Traffic Data Rate 10⇠100Mbps, in steps of 10Mbps

Total Bandwidth 60Mbps (URLLC:eMBB - 1:1 & 1:2)
Delay Constraints 1ms (URLLC) and 4 ms (eMBB)

REDAL
RED

Thmin 50 packets

Thmax (data rate) 150(10), 160(20), 170(30), 180(40),
190(50), 200(60), 210(70), 220(80),

230(90) and 240(100)DropTail MaxPackets
CoDel Target 5ms

and packet discard rate. We performed multiple simulation
runs on each group of parameters and averaged the results
to ensure that we achieved a stable representation of the
performance [21].

B. Simulation Results

1) Bandwidth Allocation: Our algorithm provides differen-
tiated services for URLLC and eMBB users. While different
bandwidth allocation ratios will affect system performance,
our focus is on admission control. Hence, we considered only
two simple scenarios, URLLC:eMBB ratios of 1:1 and 1:2, to
support multiple users seeking services.

As shown in Fig. 4, when an equal share of the bandwidth
is granted to both traffic types, the throughput of eMBB is
always higher than that of URLLC; furthermore, URLLC does
not fully use the 30Mbps bandwidth allocated to it. Since
URLLC is generally made up of small packets, the resource
utilization is not high. The throughput of eMBB is higher
when it is given a greater share, viz. 1:2. An interesting
observation is that despite having less share of the bandwidth
in the 1:2 scenario, URLLC performance was not adversely
affected and more importantly, was able to stay within its
1ms delay constraint (cf: Fig. 5), even at 70Mbps data rate
which exceeds 60Mbps available bandwidth. Beyond 60Mbps,
the throughputs for both traffic types reach their maximum,
indicating that further allocation is curbed as per the design
but high resource utilization is achieved.

Fig. 5 shows the delay curve. In 1:1 allocation, the delay
of URLLC is within its delay constraint of 1ms under all data
rates except 100Mbps while the delay of eMBB is always
within 4ms. In the 1:2 allocation, the delay of URLLC is still
about 0.7ms-1.3ms, and as previously noted, keeps within 1ms
until 70Mbps while eMBB delay ranges from 3.2ms to 4.3ms.
It can be seen from this figure that the delay increases with the
data rate, and the growth rate of eMBB is greater than that of
URLLC, showing greater sensitivity to changes in bandwidth
share. In our algorithm, we ensure that the priority of URLLC
is always higher than that of eMBB in the same slot, because
of its stringent delay constraint, which is one of the reasons
for the higher delay of eMBB. In addition, the larger packet
size is also another factor for the higher latency of eMBB.

Fig. 4. Bandwidth Allocation on Throughput

Fig. 5. Bandwidth Allocation on Latency

Fig. 6. Bandwidth Allocation on Discard Rate

From the packet discard rates shown in Fig. 6, it can be
concluded that although the packet discard rate of URLLC
users is slightly higher with 1:2 bandwidth allocation, the
packet discard rate of eMBB user requests is significantly
lower compared to the 1:1 allocation. Therefore, considering



Fig. 7. Throughput Comparison

all three indicators holistically, the 1:2 bandwidth allocation
ratio gives better performance. As the REDAL algorithm uses
delay constraints and bandwidth requirements to determine
whether to admit new users’ requests, we can increase system
throughput by admitting users yet release more resources to
subsequent requests. This reduces the delay as well as the need
to discard more when congestion arises.

2) Comparison with CoDel, RED and Droptail: We also
compared with other AQM algorithms, including CoDel, RED,
and Droptail, using the 1:2 bandwidth allocation ratio. Fig. 7
shows the throughput comparison. Whether for URLLC or
eMBB user requests, the REDAL algorithm achieved the
highest throughput compared with other algorithms, and, more
importantly for URLLC requests, it is able to satisfy the delay
constraint up till 70Mbps.

This is very evident in Fig. 8, where REDAL delays of both
URLLC and eMBB requests remain relatively low with a slow
rate of increase, which indicates that the QoS requirements of
user requests can be well met by the algorithm. Unlike the
other algorithms, REDAL includes the delay constraints in the
admission control decisions, so it can maintain the delay of
URLLC and eMBB at about 1ms and 4ms respectively.

Lastly, we show in Fig. 9 relatively low packet discard rate
achieved by REDAL when the network is not congested. As
data rates increase, there is no sharp increase in discarding
requests and, in fact, the discard rate stays within 20%
which indicates that the number of serviceable user requests
can be increased more using the REDAL algorithm. As the
throughput is increased and the system delay is reduced, this
is an indication that requests are served promptly which in
turn reduces the possibility of queue congestion. With lower
possibility of congestion, there is less need for requests to be
discarded.

From the above results, we can see that the REDAL
algorithm proposed in this paper performs better than other
algorithms in terms of throughput, delay, and packet discard
rate. The next best algorithm is the CoDel algorithm, and the

Fig. 8. Latency Comparison

Fig. 9. Packet Discard Rate Comparison

worst performance is the Droptail algorithm. For admission
control, it is critical not to aggressively discard requests to
avoid congestion or violation of QoS requirements as this
will lead to low throughput and resource utilization. Hence,
having a low packet discard rate is an important performance
criteria. On the other hand, admitting requests too liberally
can easily lead to congestion and inability to satisfy the
delay constraints of URLLC traffic. Achieving a fine balance
between low discard rate, achieving high throughput, and
satisfying the delay requirements of the supported traffic types.
In this regard, the REDAL algorithm can provide differenti-
ated services according to the requirements of different user
requests, allocate resources and control admission according
to different delay constraints, thus effectively avoid network
congestion and reduce packet discard rate, while satisfying the
delay constraint requirements.



VI. CONCLUSIONS

In this paper, the RED-based Admission Control with La-
tency Considerations (REDAL) algorithm is proposed which
aims to solve the resource competition among different service
types in 5G, and in particular, explicitly consider the latency
requirements for service quality. Building on the well-tested
RED algorithm for Internet routing, REDAL first classifies
the users’ requests, calculates whether their respective delay
constraints can be met, and then come to the admission
decision that can maximize the overall performance of the
system. The validation based on a 5G MEC scenario shows
that REDAL can more effectively reduce the probability of
network congestion, reduce the end-to-end delay of users,
improve the throughput of the system and reduce the packet
discard rate of the system while meeting the QoS requirements
of users. As our ongoing and future work, we will include the
other 5G traffic scenario, mMTC, in the admission control
decision as well as study more diverse bandwidth allocation
scenarios.
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