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Abstract—The continuous development of mobile networks
poses new challenges for end devices with limited computing
power. Mobile or multi-access edge computing (MEC) has been
proposed for providing the computing resources close to the end
devices that need them. However, in real network environments,
MEC servers have limited computing resources that need to be
shared among many devices and efficient resource allocation is
critical to ensure that the limited resources are optimally used. In
view of this, we propose the Balanced Offload for Multi-type Tasks
(BOMT) algorithm. The tasks to be offloaded are first prioritised
according to their type, size and maximum tolerable delay; then
different offloading algorithms are executed for different priority
tasks according to the level of the priority and the current load on
the MEC server. Following which, the optimal offloading policy
is determined iteratively. Simulation results show that BOMT
can effectively reduce system latency, increase user coverage and
offload task completion rates.

Index Terms—MEC, compute offload, load balancing, multi-
class services.

I. INTRODUCTION

The massive growth of 5th generation and beyond (5G/B5G)
mobile networks has triggered a proliferation of Internet ser-
vices and applications, which increases the demand for data
storage and processing, posing even greater challenges to
smart mobile devices. This motivated the development of fog
computing (FC) and mobile edge computing (MEC) [1] to pro-
vide cloud computing resources close to the end devices. The
concept of Mobile Edge Computing emerged in 2013 and was
later officially launched by the European Telecommunications
Standards Institute (ETSI) in 2014 [2]. The basic idea is to
migrate the cloud computing resources from inside the mobile
core network to the edge of the mobile access network, so that
the network edge has the capability to process mobile terminal
applications. That is, MEC technology distributes computing
and storage resources near MTs, which can overcome their own
resource shortage by transferring functions such as computing
and storage to MEC servers.

As the variety of mobile devices increases, the types of
mobile applications also increase. Furthermore, real network
environments are often complex and diverse, with multiple
types of tasks, such as voice calls, video streaming, and file
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transfers. Moreover, the distances between different tasks and
their corresponding MEC servers are also different, giving rise
to a range of tasks with diverse service requirements.

Therefore, we focus on the problem of offloading multi-
ple types of tasks in mobile edge computing, and propose
an efficient Balanced Offload for Multi-type Tasks (BOMT)
algorithm to maximise the number of users served and to meet
the needs of different users, ensuring that high priority tasks
are able to reduce their task computation times, thus satisfying
their latency requirements, and ensuring that low priority tasks
also complete their computation within the latency allowed.
Our key contributions are:

• A prioritisation scheme that takes into account factors,
such as, task data size, maximum tolerated latency and
task type;

• An iterative method that computes the offloading schedule
based on the tasks’ priority level and server loads.

In the next section, we outline the work related to load
balancing and task prioritisation in MEC offloading. We then
build a real network environment based on an LTE network
with the aim of observing whether task type and size may have
an impact on offloading decisions. With the data measurements
in the real scenario, we can better understand the network
architecture of mobile edge computing, and thus design simu-
lation experiments that are closer to the real scenario to verify
the superiority of the proposed algorithm. This is followed by
a detailed discussion of our proposed BOMT algorithm and
related concepts. Then, we validate our BOTM algorithm and
compare it with different offloading algorithms. The analysis
of the results shows that the BOMT algorithm can balance the
load of MEC servers, improve user coverage, and reduce task
execution latency. Finally, we conclude this paper and discuss
future work.

II. RELATED WORK

Till recently, most previous research on mobile edge com-
puting stays in the network scenario of a single MEC server
and one generic type of task. As the network size increases and
the network environment becomes more complex, scenarios in-
volving multiple MEC servers being deployed around users at
the same time are increasingly common. Similarly, the variety



of tasks to be supported also increases. When MEC servers
work independently, the state of other MEC servers is not
considered, and there is no collaboration between the servers,
which can result in some uneven distribution of resources.
A single MEC server has limited resources, but MTs and
the number of task requests they generate are exploding [3].
When multiple users make requests to the same MEC server
concurrently, the server may be overloaded and cannot fulfill
all users’ requests.

Load balancing is used to dynamically adjust the load be-
tween MEC servers to avoid the above situation, maximise the
use of MEC server resources, enable servers to compute more
tasks, thus improving the overall system service performance,
enhancing the QoS for users and reducing system latency. In
line with the then prevailing trend, the concept of software-
defined networking has been used for offloading of tasks in an
ultra-dense network scenario with the aim of reducing latency
while extending the battery life of MTs [4]. Collaborative
information sharing between servers can help alleviate the
problem of unbalanced server loading. Chen et al. [5] propose
a new architecture for multiple MEC servers, called NeiMEC,
which can improve the hit rate of content cache replacement
by referring to the information of neighbouring MEC servers
when the content cache of a MEC server is full. ECOP [6]
is an energy-efficient computational offloading method which
considers energy consumption, privacy protection and load
balancing, by defining the problem as a multi-objective op-
timisation, and achieving optimisation of load balancing and
energy consumption by means of an improved strength Pareto
evolutionary algorithm.

As the traffic load increases, more effective ways to offload
tasks to and among different servers are needed. Zhang et
al. [7] propose a load balancing algorithm for redistributing
tasks among small base stations, which offloads tasks from
MTs to the best small base station based on the location of
the user and the current number of users on the MEC server.
Similarly, a game-based multitype task offloading scheme
has been proposed for offloading tasks to MEC-enabled base
stations [8].

The types of tasks that need to be offloaded in real life are
diverse, and when computing and processing these tasks, it is
not reasonable to allocate resources to tasks by relying only on
information of where the task is located and the time requested
to compute the offload [9]; the urgency of the task and the
current load of the network should also be considered. Like
the tasks, MEC servers vary in characteristics as well, such
as being static or mobile [10]. One approach is to adaptively
offload tasks based on their dwell time minimisation [11] by
first dividing users into high-priority and low-priority users.
The MEC server then uses a weighted polling scheduling
strategy with tasks of high-priority users given more machine
cycles than low-priority users, resulting in more efficient ser-
vices. Similarly, an optimization scheme for resource allocation
and task scheduling based on the urgency of task has been
proposed [12] that aims to minimise the delay of urgent high-

priority tasks and total system delay as a whole.
As expected, machine learning has been applied as the

network scenario becomes increasingly more complex [13]. A
multi-capability federated deep Q-network (M2FD) algorithm
has proposed to optimize the objectives of saving time and
energy in offloading tasks, as well as protect user data [14].
Another approach uses a deep reinforcement learning model
based on the Actor-Critic algorithm to adaptively offload
tasks to minimise the total penalty for time-bound and delay-
sensitive tasks [15].

Nowadays, network environments are often complex and
diverse, with multiple kinds of tasks, such as voice calls,
video streaming and file transfers. It should also be noted
that distance is an important factor in the performance of
the system, with different tasks being at different distances
from the MEC server and these different tasks having different
requirements. In this paper, we propose an efficient offloading
strategy to maximise the number of users served and to meet
the needs of different users, ensuring that some high-priority
tasks can be computed in less time while satisfying the latency,
and that low-priority tasks can be computed without significant
performance degradation.

III. LTE NETWORK-BASED DATA MEASUREMENT

To comprehensively understand the structural intricacies of
mobile edge computing networks and model a more authentic
operational environment conducive to the design of simulation
experiments that closely mirror real-world scenarios, a practi-
cal mobile edge computing network testbed was established for
empirical data collection. This was accomplished by utilizing
LTE base stations and sub-networks thereof. In this study,
an LTE-based mobile edge computing network testbed was
employed, as it aligns more closely with actual operational
circumstances. LTE, being a widely deployed mobile commu-
nication technology, closely emulates real network conditions.
In the context of mobile edge computing research, given the
prominence of existing network infrastructures, the adoption of
LTE-based testbeds enables a more precise emulation of actual
network conditions, encompassing signal propagation, network
congestion, latency, and other essential attributes. Furthermore,
LTE-based testbeds often adhere to standard LTE devices
and protocols, which have undergone extensive validation and
implementation, ensuring their efficacy in simulating genuine
communication scenarios within controlled laboratory settings.
This heightened level of confidence substantiates the reliability
and replicability of experimental findings.

The network structure of the experimental testbed was de-
signed for task migration between MEC servers, to separately
measure the different sizes and types of task transmission
delays in various traffic scenarios. Fig. 1 are physical images
of the experimental equipment, and the equipment used in the
testbed (Fig. 2) is shown in Table I.

The data types measured are file transfer, video and image
packets, with file sizes in the range of 1�105MBytes, video
sizes ranging from 5MBytes to 105MBytes and images ranging




